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Abstract—In this paper, we present a predictive control algo-
rithm that uses a state-space model. Based on classical control
theory, an exact discrete-time model of an induction machine with
time-varying components is developed improving the accuracy of
state prediction. A torque and stator flux magnitude control algo-
rithm evaluates a cost function for each switching state available
in a two-level inverter. The voltage vector with the lowest torque
and stator flux magnitude errors is selected to be applied in the
next sampling interval. A high degree of flexibility is obtained
with the proposed control technique due to the online optimization
algorithm, where system nonlinearities and restrictions can be
included. Experimental results for a 4-kW induction machine are
presented to validate the proposed state-space model and control
algorithm.

Index Terms—Induction motor drives, predictive control,
state-space methods.

I. INTRODUCTION

THE constantly increasing need for better industrial drives
(fastest dynamic response, parameter robustness, algo-

rithm simplicity, among others) has encouraged researchers to
develop new control strategies to comply with these require-
ments. New alternatives to both linear [1]–[4] and nonlinear
[5]–[8] methods have been proposed using predictive algo-
rithms to achieve high-bandwidth control loops [9].

Linear predictive control algorithms are based on machine
equations to obtain a stator voltage vector to be applied on
motor terminals. The stator voltage vector is computed to reach
a reference signal in one sampling period in a deadbeat way.
In [1], the authors use a set of linear equations to calculate
the voltage vector to be applied during the following sampling
period �vs[k + 1]. The authors also explain the problem of non-
causality which is common to all linear predictive strategies,
since future current vector is needed to obtain the voltage vec-
tor. Experimental results prove that an incorrect strategy to deal
with noncausality results in large overshoot and oscillations on
stator current.
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In [2], Abu-Rub et al. design a predictive state-space con-
troller in which the state vector is formed by previous and
current stator current errors. The feedback matrix is designed
in a deadbeat way, thus obtaining zero stator current error at the
next sampling instant. Future variables, in this case the back
EMF of an electric machine, are predicted based on current
values and past angle increments of this variable.

Robustness of linear predictive controllers is studied in [3],
where several deadbeat controllers are designed based on as-
sumptions over future stator current and voltage vectors. In that
work, it is shown that deadbeat controllers are not as robust
as desired. Two fast (z = 0) and one slower (z = 0.5) poles,
i.e., a lower closed loop bandwidth, are used to increase robust-
ness, thus incorporating dynamics and time delays that are not
present in the plant model, sacrificing dynamic performance for
robustness.

A torque predictive scheme is presented in [4], where the
stator flux vector is predicted based on torque demand given by
a linear speed controller. With this flux vector, the stator voltage
vector is obtained in a deadbeat fashion. Coordinate rotation is
also predictively performed using past rotor flux angle changes.

Other applications of deadbeat control have been proposed
for current control in single-phase inverters [10], three-phase
inverters [11], rectifiers [12], [13], multilevel active rectifiers
[14], active filters [15], and uninterruptible power supplies
[16]. Recent publications present improvements of the dead-
beat controller by including a self-tuning load model [17] and
an observer for load uncertainties [18] in order to improve
robustness.

Nonlinear predictive strategies have been presented in
[5]–[8]. These references are based on Model Predictive
Control (MPC) and consider the use of the reduced number
of voltage vectors available in a two-level inverter to obtain
an optimal actuation signal that minimizes a given function. In
[5], the main goal is to obtain control of the stator flux vector.
The selected stator voltage vector is applied on motor terminals
during the next sampling interval in conjunction with the zero
voltage vector in order to minimize the tracking error. The latter
is compared to hysteresis and pulsewidth-modulated current
control in [6], and used to control the current flowing through a
resistive-inductive load driven by a three-level neutral clamped
point inverter in [7]. On the other hand, in [8], the authors
propose the use of a frequency-dependent cost function in order
to obtain an improved current spectrum. Other applications
of this kind of controller include active front-end rectifiers
[19], [20], multilevel inverters [21], and matrix converters
[22], [23].
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This paper proposes an MPC with a discrete-time state-space
machine model that includes the time-varying rotor speed term,
improving the state estimation accuracy, compared to simple
Euler approximation. The machine model is updated at every
sampling instant and used to predict the future current and flux
values for each voltage vector available in a two-level inverter.
The voltage vector producing the least torque and stator flux
magnitude errors is selected to be applied during the next
sampling interval, thus including the inherent nonlinear charac-
teristics of the power drive into the control algorithm. Predictive
control has the advantage of presenting a fast dynamic response
while the flexible structure of the controller easily allows the
inclusion of nonlinearities and constraints in the control law.
The use of a cost function gives the control algorithm a high
level of flexibility, making possible to include system nonlinear-
ities and constraints in the optimization procedure. As a way of
illustration, we show how overcurrent protection can be readily
implemented in the control algorithm. In the same way, it is also
possible to include additional constraints in the cost function
such as reduction of the switching frequency [7] and imposed
spectrum [8]. The effect of sampling and delays introduced by
the computation time is also discussed. Experimental results
for a 4-kW induction machine driven by a two-level inverter
are presented proving the feasibility of the proposed motor
model.

II. MACHINE EQUATIONS

The control signal for a voltage source inverter is the stator
voltage vector �vs, which is applied to the machine through the
stator terminals. Stator variables, voltage �vs, current �is, and
flux �ψs are electrically related according to

�vs = Rs
�is +

�ψs

dt
(1)

where Rs is the stator resistance. This equation is known as the
stator equation.

Rotor equation in a stator fixed reference frame (2) represents
the relation between rotor current�ir and rotor flux �ψr

0 = Rr
�ir +

�ψr

dt
− jωm

�ψr (2)

where Rr is the rotor resistance and ωm is the rotor speed.
Flux linkage equations (3) and (4) in any coordinate system

relate stator and rotor fluxes with stator and rotor currents,
where Lm, Ls, and Lr are the mutual, stator, and rotor induc-
tances, respectively,

�ψs = Ls
�is + Lm

�ir (3)

�ψr = Lm
�is + Lr

�ir. (4)

Electric torque produced by the induction machine can be
expressed in terms of stator current and stator flux

Te =
3
2
p�ψs ×�is (5)

where p is the number of pole pairs.

III. STATE-SPACE MACHINE MODELING

Based on the equations presented above, it is possible to
represent the motor behavior using only two internal variables
(currents and fluxes) and the stator voltage vector [24]. The re-
duced set of equations (6), (7), where kr = Lm/Lr, Rσ = Rs +
k2
r Rr, σ = 1 − L2

m/(LsLr), τσ = σLs/Rσ , and τr = Lr/Rr, is
used for machine modeling. The selected internal variables are
stator current�is and rotor flux �ψr vectors

τσ
d�is
dt

+�is =
1

Rσ
�vs +

kr

Rσ

(
1
τr

− jωm

)
�ψr (6)

τr
d�ψr

dt
+ �ψr = Lm

�is + jωmτr
�ψr. (7)

In order to compute the electric torque developed by the
machine, it is necessary to express the stator flux vector �ψs in
terms of the internal variables as in

�ψs = σLs
�is +

Lm

Lr

�ψr. (8)

It is possible to rewrite (6) and (7) in terms of their
real and imaginary components, obtaining a set of four line-
arly independent equations, which can be represented in state-
space form

ẋ = Ax + Bu

y = Cx (9)

where A, B, and C are matrices of appropriate dimensions and
x = [isd isq ψrd ψrq]T, u = [vsd vsq]T, y = [isd isq ψsd ψsq]T.

In order to implement the system (9) in a digital processor, it
is necessary to obtain a discrete-time state-space representation
of the system. It is worth noting that the matrix A depends on
the instantaneous value of the mechanical speed ωm making
A = A(ωm(t)) a linear time-varying system. Time dependence
means that it is not possible to obtain an offline numerical
calculation of the discrete-time equivalent system due to the
variations on ωm. The solution is to obtain a discrete time-
varying model that can be updated at every sampling interval
with the new measured value of ωm. The more common meth-
ods to obtain a sampled-data representation for the system are
direct calculation and Euler approximation (first-order series
expansion) [25]. Euler approximation is a simple way to obtain
a discrete-time system with similar dynamic behavior response.
Direct calculation of the state trajectory from (9) is not as
simple as the first-order Euler approximation, but provides a
more accurate representation in discrete time (see, for example,
[26] and the references therein).

The error introduced by an approximate sampled-data model
to represent the underlying continuous-time system is a key
aspect in order to obtain a smaller prediction error and, hence,
better performance. Details of the discretization process are
presented in the Appendix; however, we next present the main
ideas used to obtain a sampled-data model. The discrete-time
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equivalent of the system (9), when the input is generated by a
zero-order hold and all matrices are constant, is given by

x[k + 1] = Φx[k] + Γu[k]

y[k] =Cx[k] (10)

where

Φ = eATs (11)

Γ =

Ts∫
0

eAτBdτ (12)

and where Ts is the sampling period.
Given the time-varying nature of the model (as explained

above), the instantaneous values of the matrices Φ and Γ
must be updated at every sampling interval. In order to obtain
these time-varying matrices, we separate the matrix A into
two matrices, Ac that does not depend on ωm, and Aω whose
elements depend on the rotor speed, in this way A = Ac + Aω .
With this, (11) can be expressed as

eATs = eAcTs · eAwTs . (13)

The matrix exp(AcTs) can be calculated offline since its
elements do not change with rotor speed, thus being a time
invariant matrix. On the other hand, it is possible to obtain
(14), a nearly exact representation of exp(AωTs) using the
Cayley–Hamilton theorem [25] (more details are provided
in the Appendix). Note that this procedure gives an exact
discrete-time model if the rotor speed ωm is constant within
the sampling interval. Therefore, mechanical speed variations,
although being small, will affect the sampled-data model accu-
racy. However, we will consider this time-varying discrete-time
equivalent model as an exact representation of the system.

The matrix representation of the sampled system (9) de-
pends on the rotor speed ωm through the terms cos(ωmTs) and
sin(ωmTs). Matrix Φ is constructed by multiplication of the
time-invariant part calculated offline and the matrix

eAωTs =

⎡
⎢⎢⎣

1 0 kr
σLs (1 − cos(ωmTs)) kr

σLs
sin(ωmTS)

0 1 − kr
σLs

sin(ωmTs) kr
σLs

sin(ωmTs)
0 0 cos(ωmTs) − sin(ωmTs)
0 0 sin(ωmTs) cos(ωmTs)

⎤
⎥⎥⎦ .

(14)

Using (12), it is possible to calculate the matrix Γ relating the
control variable u, in this case, the stator voltage �vs, with the
state vector x

Γ =
Ts

σLs

⎡
⎢⎣

Ac(1, 1) 0
0 Ac(2, 2)

Ac(3, 1) 0
0 Ac(4, 2)

⎤
⎥⎦ (15)

with Ac(i, j) being the term of the matrix Ac in row i and
column j.

Finally, considering (8), matrix C is given by

C =

⎡
⎢⎣

1 0 0 0
0 1 0 0

σLs 0 Lm/Lr 0
0 σLs 0 Lm/Lr

⎤
⎥⎦ . (16)

The set of matrices Φ, Γ, and C will be used to predict the
internal behavior of the stator current and flux.

IV. PREDICTIVE CONTROL

The machine model obtained in the previous section allows
us to estimate the rotor flux vector �ψr[k] from the stator current
measurements. This model is also used to obtain a prediction
of the stator current and rotor flux at the next sampling instant,
�i

p

s [k + 1] and �ψ
p

r [k + 1] (superscript p for predicted variables),
based on a given stator voltage �vs[k], measured current �is[k]
and estimated rotor flux �ψr[k] at current sampling instant.
Using (5) and (8), it is also possible to predict the electric torque
developed by the machine Te[k + 1] and stator flux �ψ

p

s [k + 1]
for this voltage vector �vs[k].

The stator voltage vector �vs is applied to the motor termi-
nals by a two-level voltage source inverter. This power drive
provides a total of seven different voltage vectors �v0 . . . �v6 that
can be applied on motor terminals. This reduced set of actuation
alternatives allows one to predict the effect that each voltage
vector would have on electric torque and stator flux, if it was
applied for the next sampling period.

With the predicted values of torque and stator flux, electric
torque and stator flux magnitude control is obtained by the
minimization of a cost function F for which the inputs are the
torque reference T ∗

e , the predicted torque T p
ei[k + 1], reference

stator flux |�ψs|∗ and the predicted stator flux |�ψp

si[k + 1]|
magnitudes, and the subindex i, meaning it is produced by the
stator voltage �vi with i = 0 . . . 6

F =
(T ∗

e − T p
ei[k + 1])2

T 2
n

+

(
|�ψs|∗ −

∣∣∣�ψp

si[k + 1]
∣∣∣)2

|�ψsn|2
. (17)

For each stator voltage vector available, this cost function
F is evaluated, and the stator voltage �vs[k] producing the
minimum cost is selected to be applied on motor terminals.
Weight gains Tn and |�ψsn| correspond to the rated torque
value and flux reference during normal speed operation; in this
way, torque and flux error have the same weight on the cost
function F .

A block diagram of the proposed control scheme is shown in
Fig. 1. Here, it can be seen that the torque reference is generated
by an external speed control loop while the reference for the
stator flux magnitude is kept constant. The basic operation of
the predictive controller is summarized by the following steps.

1) Stator currents and rotor speed are measured.
2) These measurements are used for prediction of torque

and stator flux for all seven different voltage vectors
(Predictive model block).
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Fig. 1. Predictive torque control diagram.

3) The seven predictions are evaluated using the cost func-
tion (Cost function block).

4) The voltage vector that minimizes the cost function is
selected and applied in the machine terminals.

These steps are repeated each sampling time, taking into
account new measurements and references.

Closed loop control is obtained through the feedback of
measurements used for prediction and the action decision taken
to minimize the value of the cost function F .

A. Time-Delay Compensation

The predicted values for torque and stator flux magnitude
are calculated using the instantaneous value of stator current
�is[k], but the selected stator voltage supposed to generate these
predicted values is applied on motor terminals after a whole
sampling period, meaning that the stator currents have turned
into�is[k + 1], thus diminishing the prediction accuracy.

It is possible to take into account the time delay due to calcu-
lations by a two-step prediction. In this way, stator current and
rotor flux at sample time k + 1 (state-space vector x[k + 1])
are predicted using the previously calculated stator voltage, i.e.,
the voltage vector applied at sampling instant k, and measured
stator currents, keeping time consistency with sampled currents
and voltage applied at the beginning of the sampling interval.
The state-space vector at time k + 1 is used to predict torque
and stator flux magnitude at time k + 2, thus generating the
optimal stator voltage vector �vs[k + 1]. This optimal voltage
vector is applied on motor terminals at the beginning of the
next sampling period, i.e., when stator current is �is[k + 1],
thus overriding the time delay and improving the prediction
performance [8]. A flow graph of the control algorithm is shown
in Fig. 2. The inputs for the algorithm are the measured current
at instant k, the estimated value �ψr[k], and the selected voltage
vector �v∗

s[k] both calculated in the previous sampling interval.
This way, the cost function must evaluate predictions for time

k + 2 and is redefined as

F =
(T ∗

e − T p
ei[k + 2])2

T 2
n

+

(
|�ψs|∗ −

∣∣∣�ψp

si[k + 2]
∣∣∣)2

|�ψsn|2
. (18)

A simplified diagram with the time instants considered in the
control algorithm is shown in Fig. 3. The ideal case is shown in
Fig. 3(a) where torque is predicted for a given voltage applied
at time k, with currents also measured at time k. However, in

Fig. 2. Control algorithm.

the real implementation, the calculation of the optimal voltage
needs almost all the sampling period, as shown in Fig. 3(b), and
the selected voltage calculated assuming to be applied at time
k is applied at time k + 1. In order to take into account this
delay, predictions must consider the actuation to be applied at
time k + 1, and the effect of this voltage in the predicted torque
must be evaluated at time k + 2, as shown in Fig. 3(c).

B. Overcurrent Protection

Fast torque or stator flux reference signal changes can pro-
duce extremely high stator currents resulting in the destruction
of either the motor or the power drive. To ensure that the stator
current remains within acceptable bounds, it is possible to make
use of the flexibility of the prediction method modifying the
cost function (18). A third term that considers the stator current
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Fig. 3. Time instants for the control algorithm. (a) Ideal case. (b) Real case
without compensation. (c) Real case with compensation of the delay.

vector magnitude limit imax is added with a high weight gain
Koc (much larger than 1/T 2

n and 1/|�ψsn|2). The cost function
including the overcurrent protection is given by

F =
(T ∗

e − T p
ei[k + 2])2

T 2
n

+

(
|�ψs|∗ −

∣∣∣�ψp

si[k + 2]
∣∣∣)2

|�ψsn|2

+Koc

(∣∣∣�ip

s [k + 2]
∣∣∣ > imax

)
. (19)

Then, if a given stator voltage vector produces an overcur-
rent, the third term will be equal to Koc and will generate a
high value of function F . In this way, this stator voltage vector
will not be selected to be applied during the next sampling
interval. If the voltage vector under evaluation does not generate
an overcurrent state, the third term will be equal to zero, and the
cost function is equal to (18).

V. SIMULATION RESULTS

In order to test the exact machine model and compare
it to an Euler approximation, a Matlab-Simulink simulation
was performed. A zero to rated speed and a speed reversal
maneuver were developed. The same vectors applied to the
continuous-time machine model were given to the Euler and
the exact predictive models. The simulation results are shown
in Fig. 4. From top to bottom, the predicted state-space vector
is plotted. Stator current prediction is almost the same for
both models, while rotor flux direct and quadrature components
differ, mainly due to the different structures of the Γ matrix
for each discretization method. Comparison was made using
the distance to the continuous-time space vector shown in
Fig. 5, with error as percentage of the maximum continuous-
time vector norm. The error of each model, Euler and exact,
was tested for the maneuver shown in Fig. 4. As expected, the
so-called exact discrete-time model has a near zero, less than
0.01% error, produced by the intersample rotor speed variation,
while the error for the Euler-based predictive model is over 8%
of the maximum state-space vector value.

The effect of the inclusion of overcurrent protection is shown
in Fig. 6. It can be seen that when the stator currents are not
limited, they can reach very high values during transients, like

Fig. 4. Simulation result. Predicted state-space vector using (black) exact and
(gray and dashed) Euler machine models.

Fig. 5. Simulation result. Prediction error using (gray) Euler and (black) exact
machine models.

the machine startup shown here. In order to reach quickly the
reference flux magnitude, the currents reach near 30 A. If a
limitation of imax = 15 A is considered, using cost function
(19), stator currents are clearly limited, as shown in Fig. 6(b).

VI. EXPERIMENTAL RESULTS

The proposed control algorithm was tested experimentally in
a two pole-pair 4-kW induction machine. Machine parameters
are given in Table I. Sampling frequency for the predictive
control algorithm is 20 kHz, while a slow sample of 1-kHz
rate has been used for speed control loop to diminish speed
measurement noise. Control algorithm and data logging were
programmed in a dSPACE 1004 processor; with rotor speed and
stator currents measurements as inputs, and firing pulses for a
7-kW two-level inverter as outputs.

Control system response to a step change in speed reference
signal is shown in Fig. 7. Speed varies with constant accelera-
tion until the reference value is reached, achieving zero steady-
state tracking error. As expected, electric torque signal changes
from zero to rated torque with a very fast dynamic response.
Once the speed measurement equals the reference value, the
torque drops to zero, and the machine operates with constant
speed.

Torque response to a step reference change is shown in Fig. 8.
Fast dynamic response is achieved with torque rise time (signal
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Fig. 6. Simulation results for the overcurrent protection: torque, stator flux
magnitude, and stator currents. (a) Without overcurrent protection. (b) With
overcurrent protection.

TABLE I
MACHINE PARAMETERS

reaching 90% of the final value) being less than 0.82 ms. This
result clearly confirms the characteristic fast dynamic response
of predictive control systems.

A step change from zero to rated torque on mechanical load,
with motor operating at 83% rated speed, was applied on rotor
shaft using a dc machine driven by a dc chopper. The result of
the test is shown in Fig. 9. Once the step change on load torque

Fig. 7. Experimental result. (Top) Speed and (bottom) estimated torque
response to speed reference step change.

Fig. 8. Experimental result. Estimated torque response to step change on
torque reference signal.

Fig. 9. Experimental result. (Top) Speed and (bottom) estimated torque
response to step change on load torque with ωm = 0.83ωr.

has been applied, the speed controller raises torque demand in
order to keep track of speed reference signal. Load disturbance
effect on rotor speed is compensated after 60 ms, and the
electric torque developed by the machine equals the load torque
value Tl to maintain zero steady-state tracking error.

Modifications of the proposed control, in order to reduce the
torque ripple, are under consideration. Some possible solutions
include reduction of the sampling time by optimization of the
algorithm code, and the use of observers, or a Kalman filter, to
reduce the effect of noise in measurements.
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Fig. 10. Experimental result. Stator current with ωm = 0.83ωn and rated
load torque.

Fig. 11. Experimental result. Stator current spectral content.

Stator current under rated load conditions with rotor operat-
ing at 0.83ωn is shown in Fig. 10. Sinusoidal behavior is clear
although no current control loop has been implemented.

Stator current harmonic distortion is shown in Fig. 11 as a
percentage of the 42-Hz fundamental component. This mea-
surement was performed using an oscilloscope with sampling
frequency of 2 MHz in order to observe high-frequency com-
ponents. Although no modulation algorithm has been imple-
mented, the harmonic content is kept in relatively low levels,
with the most important harmonics being the 5th, 7th, and 17th
with magnitudes 5.1%, 2.8%, and 2.2%, respectively. As the
switching state of the converter can be changed once at each
sampling period, the switching frequency, which is variable, is
limited to half the sampling frequency. Then, for a sampling
frequency of 20 kHz, it is expected that all harmonic content
appear below 10 kHz, as shown in the figure.

VII. CONCLUSION

A predictive control strategy using a discrete-time state-
space model of an induction motor has been developed. The
time-varying effect of rotor speed ωm on the model has been
included in order to achieve a more accurate prediction of state
variables such as stator flux, rotor flux, and electric torque.
Enhanced prediction is achieved and disturbances effect is
included in the model by using stator current measurement
feedback. The time delay introduced by sampling and com-
putation time has been compensated using a two-step forward
prediction algorithm, which improves system performance. The

flexibility of the proposed control method is used to include a
stator current limit in order to avoid an overcurrent situation.

The experimental results obtained demonstrate the feasibility
of the proposed prediction model obtaining a torque control
system with fast dynamic response, sinusoidal behavior of
stator current, and load torque rejection.

APPENDIX

Equations (6) and (7) can be rewritten as

d

dt

[ �is
�ψr

]
=

[
− 1

τσ

kr
τσRσ

(
1
τr

− jωm

)
Lm
τr

− 1
τr

+ jωm

] [ �is
�ψr

]
+

[ 1
τσRσ

0

]
�vs

(20)

�ψs =
[
σLs

Lm

Lr

] [ �is
�ψr

]
. (21)

Separating real and imaginary components

dx(t)
dt

= (Ac + Aω(t)) x(t) + Bu(t) (22)

y(t) =Cx(t) (23)

where

x(t) =

⎡
⎢⎣

isd(t)
isq(t)
ψrd(t)
ψrq(t)

⎤
⎥⎦ u(t) =

[
vsd(t)
vsq(t)

]
y(t) =

⎡
⎢⎣

isd(t)
isq(t)
ψsd(t)
ψsq(t)

⎤
⎥⎦

(24)

Ac =

⎡
⎢⎢⎢⎣
− 1

τσ
0 kr

τσRστr
0

0 − 1
τσ

0 kr
τσRστr

Lm
τr

0 − 1
τr

0
0 Lm

τr
0 − 1

τr

⎤
⎥⎥⎥⎦ (25)

Aω(t) =

⎡
⎢⎢⎣

0 0 0 krωm(t)
τσRσ

0 0 −krωm(t)
τσRσ

0
0 0 0 −ωm(t)
0 0 ωm(t) 0

⎤
⎥⎥⎦ (26)

B =

⎡
⎢⎢⎣

1
τσRσ

0
0 1

τσRσ

0 0
0 0

⎤
⎥⎥⎦ (27)

C =

⎡
⎢⎢⎣

1 0 0 0
0 1 0 0

σLs 0 Lm
Lr

0
0 σLs 0 Lm

Lr

⎤
⎥⎥⎦ . (28)

If we assume a piecewise constant input (usually generated
by a zero-order hold), and a constant matrix A(t) = A, we can
obtain from (22) the state transition equation from one sampling
instant to the next one [25]

x(kTs + Ts) = eATsx(kTs) +

Ts∫
0

eAξBdξu(kTs). (29)
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In our case, matrix A = A(t) = Ac + Aω(t) is a time-
varying matrix. We obtain an approximate sampled-data model
by assuming that the speed ω(t) and, thus, matrix A(t), are
constant between sampling instants. This is

x(kTs + Ts) ≈ eA(kTs)Tsx(kTs) +

Ts∫
0

eA(kTs)ξBdξu(kTs)

(30)
where

A(kTs) = Ac + Aω(kTs). (31)

We then compute the matrix exponential

eA(kTs)Ts = eAcTseAω(kTs)Ts . (32)

The matrix Ac is constant and, thus, the first matrix exponen-
tial can be computed offline.

On the other hand, the fact that matrix Aω(t) is sparse can
be exploited to obtain the second exponential matrix in (32)
in terms of ω(kTs). Using the Cayley–Hamilton theorem, it
can be shown that for the matrix function exp(A), there exists
a polynomial p of degree less than n (n being dim(A)) such
that [25]

eA = α0I + α1A + · · · + αn−1A
n−1. (33)

It can be shown [25] that the eigenvalues λ1 . . . λn of A are
also solutions to (33).

According to this, a polynomial of degree n = 3 with coeffi-
cients α0, α1, α2, and α3 dependent of the eigenvalues of A can
be computed in order to obtain an exact discrete-time model of
the system (9).

The eigenvalues of the matrix AωTs are λ1 = λ2 = 0, λ3 =
−λ4 = jωm. Solving the system of equations given by substi-
tution of λ1, λ3, and λ4 in (33) and λ2 into the derivative of
(33) yields

α0 = 1

α1 = 1

α2 =
1 − cos(ωmTs)

ω2
mT 2

s

α3 =
ωmTs − sin(ωmTs)

ω3
mT 3

s

. (34)

Substitution of A = AωTs and the coefficients given in (34)
into (33) gives the exact discrete-time form of exp(AωTs).
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